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Abstract

Recent research, such as BitNet and BitNet 1.58b, is paving the way for a new era
of 1-bit Large Language Models (LLMs). Previous work introduces so-called “1-
bit” models, which end up still being quite large. In this work, we introduce a true
1-bit machine learning model variant, namely BitNet b1.00, in which every sin-
gle parameter (or weight) of the model is binary {0, 1} and there is precisely one
bit. It only slightly underperforms the full-precision (i.e., FP16 or BF16) Trans-
former LLM and BitNet 1.58b with the same training tokens in end-task classi-
fication performance, while being significantly more cost-effective in terms of
latency, memory, throughput, and energy consumption. More profoundly, the
1.00-bit model defines a new scaling law and recipe for training new generations
of ML models that are both high-performance and cost-effective. Furthermore, it
enables a new computation paradigm and opens the door for designing specific
hardware optimized for 1-bit models.

1 Introduction

The current evolution of machine learning, “deep learning”, produces incredible results with only
a handful of $100,000 USD datacenter GPUs. The problem with this arm of research is that as the
model grows in size, so too do the hardware needs: large language models are limited both by
raw floating-point compute performance and also by memory (and memory bandwidth). Recent
research in large language models (LLMs) indicate that this may be due to the way such models
compress information [1]. Large language models even beat the state of the art in compression
algorithms such as PNG and FLAC ([2]) by 58.5% and 30.3%, respectively [1].

This compression ratio is enormous: considering the massive amounts of data pumped through
a model in the training process, the fact that the weights are “only” 340 MB large in memory is,
frankly, incredible. In this paper, we introduce a radical improvement to the compression ratio. We
accomplish this by reducing the weights down to one bit and quantizing input data to one bit. This
allows us to run these classification machines on commodity hardware, such as a consumer laptop,
a single board computer such as a Raspberry Pi, or even microcontrollers, such as an ESP32. Now
every device in the house can answer image and text classification questions near instantly.

2 The Era of 1-bit ML models

2.1 BitNet

The original BitNet paper [3] quantizes a model to use only a restricted range of values for weights.
The follow-on BitNet paper [4] introduces the additional limitation of binary weights: {0, 1}, or
1 bit per weight. This is a significant leap forward in storage space and compute over traditional
FP64, FP32, and other full floating point weights while still maintaining decent inference.



2.2 BitNet b1.58

BitNet b1.58 [5] has log2(3)~1.58 bits per weight and still aims to create a 7B, 14B, and bigger
models. Their improvement over the original BitNet is adding a −1 weight, which improves eval-
uation performance while taking “only” one more bit per weight (since fractional bits do not exist).
They also train quantized instead of quantizing ex post facto.

While the reduction in the constant factor for storage and forward pass computation is impressive,
it is still 𝑂(𝑛) time.

2.3 BitNet b1.00 (ours)

BitLinear? More like BitConstant. In this paper, we optimize the hell out of traditional “linear”
layers, which (coincidentally) operate in linear time complexity. Previous work ([4], [5]) brought
the constant factor down while still staying at 𝑂(𝑛) time complexity. In this work, we bend the
curve to 𝑂(1) (well, really it’s 𝑂(input), as we still need to quantize input at inference time).

3 BitNet b1.00 Model Training

Most model training requires hundreds of millions, if not billions, of pieces of sample data to con-
verge. Some training does not even converge at all. Our model improves on both: we can detect
convergence very early in the training process and stop much sooner. This cuts down on waste
and also allows us to iterate faster. As for the divergence: because we only use one bit, the model
is guaranteed to converge by definition. The binarization �̃�  of the weights 𝑊 ∈ ℝ{𝑛×𝑚} can be
formulated as:

�̃� = {
0 if 𝑊ij ≤ 0
1 if 𝑊ij > 0 (1)

This is different from [4], which uses a more complex binarization but results in more bits. Com-
pared to previous work, we can implement this binarization in a single instruction on most modern
CPUs. We do not even need to use GPU acceleration, which is a significant improvement over
previous work. For example, on Intel x86_64, assuming a 64-bit floating point number,:

�̃� = x86.ucomisd(𝑊ij, zero reg) (2)

Where zero reg is a reserved floating-point register. We manage to reduce the number of bits to 1.
These improvements are previously unheard of and were not thought possible until now. Training
can be done trivially on any desktop computer as long as it implements either a multiplication
operation (for example, fmul on Intel x86) or a bitwise and operation (for example, and on x86).

4 Implementation and evaluation

We present Python implementations of the two possible classification models. These implementa-
tions very intentionally do not use common machine learning libraries such as PyTorch [6] or JAX
[7]. While some level of popularity ensures that models using those tools are well understood, they
are too heavyweight for this project. For that reason, we implement all of our own infrastructure.

We would also like to note that while Python makes for an excellent prototyping language and sci-
entific computing lingua franca, it should not be used in performance-critical contexts; for those,
we recommend a careful transcription to C or CUDA.
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def linear(l, r):
  return l * r

def variant_a(inp):
  bit = 0
  inp = quantize(inp)
  return linear(inp, bit)

def variant_b(inp):
  bit = 1
  inp = quantize(inp)
  return linear(inp, bit)

Listing 1: Note the subtle distinction between the two model implementations: while they both
use one bit, in variant A the bit is 0 while in variant B the bit is 1.

Last, note that we do not provide a quantization function in this paper; this is context-dependent
and also left as an exercise to the reader. We do, however, provide one in our C implementation of
the model. The only requirement is that the quantize function return one bit, 0 or 1.

4.1 Results

In order to evaluate the performance of our model, we adapt the model from [8] to classify images
as either hot dogs or legs. We implement the model for ARM and then link to it from an Android
application for mobile use. When we point the phone camera at the legs of the authors, the phone
clearly says “legs” (correct). When we point the phone camera at a hot dog, the phone still says
“legs” (incorrect). We theorize this error is due to the hot dog being vegetarian. Unfortunately,
our experimental setup requires that the food be vegetarian for personal reasons, so we cannot
measure error on normal (“meat”) hot dogs.

4.2 Inference latency

To give an idea for the kind of latency improvements this work achieves, we compare with BitNet
b1.58 and Mistral 7B on Ollama on consumer hardware. As a benchmark, we classify Hot Dogs or
Legs over 100,000 images from iStockPhoto. While Mistral took 12 minutes and 47 seconds, and
BitNet b1.58 took 6 minutes and 23 seconds, our model takes only several milliseconds. Most of
this time is spent iterating over the directory listing and not actually in inference.

Figure 1: Lower is better. A comparison clearly showing that we can do inference faster. We lost
the granular data for the Mistral comparison but trust us, it was the slowest.

5 Open source weights

Due to the lightweight nature of the model and ease of training, we are able to provide the weights
with an open license. We provide the weights in GGUF. We also provide a .c file for use in
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embedded C code. To see the weights, please visit our website at bernsteinbear.com/bitnet-b100/
weights.html.

6 Discussion and Future Work

We would like to continue our research on Hotdogs or Legs using BitNet b1.00 with actual hot
dogs. This requires ethics board approval and also restraining Max, because he does not like the
smell.

We would also like to experiment with introducing high latency into machine learning software
development. Interested parties can contact the authors and pay us to Just Stop.
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